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Abstract. We present a novel design for detecting Foreign Language
Anxiety (FLA) while the learner is using an English as a second language
system (ESL). Our method uses sensor-free metrics to avoid disrupting
the learning process. We evaluated the validity and reliability of several
machine learning models using data from two different systems. Using
9 features extracted from the interaction, we found that Random For-
est, XGBoost, and Gradient Boosting Regressor provided suitably accu-
rate predictions of anxiety, and outperformed Linear Regression, Support
Vector Regressor, and Bayesian Ridge Regression.
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1 Introduction

Automated detectors for predicting emotions such as engagement, boredom, con-
fusion, and frustration have achieved high accuracy [1]. However, there is still a
need to improve prediction of Foreign Language Anxiety (FLA), a significant im-
pediment to learners of new languages [7]. Previous emotion research has shown
that multiple factors affect learners’ vulnerability to FLA, such as task com-
plexity [3], academic achievement, gender and age [10]. Horwitz, et al [4] found
that there are three dominant components that influence FLA: fear of negative
evaluation, communication apprehension, and test anxiety [4]. Based on this,
they developed a well-established and validated instrument for measuring FLA,
the Foreign Language Classroom Anxiety Scale (FLCAS) [4]. The FLCAS was
developed for use in a classroom context, but it has also been shown to correlate
well with self-reported anxiety within online tutoring system [6].

Sensor-free metrics detect emotions from the users’ interactions with the
system without using any physical monitors [7]. Previous researchers have built
sensor-free emotion detector, comparing various machine learning algorithms to
reach the best prediction [1]. In this work, we focused on Foreign Language
Anxiety in particular. We extracted features from learners’ interactions with
ESL systems then built machine learning models to predict FLA from those
features. We used self-reports of FLA as ground truth for our predictions. We
analyzed the following research questions:
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Research Question 1: “Can FLA be detected without learning interruption
when using ESL learning systems?” This question has two sub-questions:

RQ1A: What features best predict FLA?
RQ1B: What machine learning methods are better for predicting FLA?
Research Question 2: “How well can sensor-free detectors be generalized

to other emotionally intelligent foreign-language/ESL learning systems?”

2 Method

The data was collected from two different ESL systems. Dataset 1 came from
a system focused on practice, with no tutorial and no scoring. Thirty partic-
ipants did 27 exercises, covering vocabulary, grammar, listening, conversation,
and speaking, providing data from a total of 810 exercises. Dataset 2 came from
an online system which included video tutorials and feedback on the answers [8].
29 participants did 26 exercises which covered vocabulary, grammar, listening,
reading, and writing, producing data from a total of 704 exercises. For both
experiments the participants completed level of anxiety self-report after each
exercise.

From each of the exercises, 16 features were extracted. Following [7], we used
the average of the three FLCAS component scores: fear of negative evaluations,
communication apprehension, and test anxiety [4]. Following [10], we included
the participant’s age, gender, education level, English level, exercise score, dura-
tion, exercise topic, score on the preceding exercise, the percentage of previous
incorrect scores, the percentage of previous correct scores, average percentage of
all previous exercises, and average duration of exercises of the same section. We
did a correlation analysis and set an absolute threshold value of 0.5 to eliminate
multicollinearity. Then we used the Gini importance feature selection algorithm
to distill the features that could cause overfitting and kept only the features that
improved the model. From an original set of 16 features, we ended up with 9
features that provided an acceptable accuracy with the least bias.

We made predictions using regression instead of classification because we used
continuous-valued self-report to measure anxiety in order to capture moment-
to-moment emotion fluctuation [9] and to provide more accurate high-resolution
measurements (as opposed to, e.g., the Likert classification scale). The methods
we evaluated were Random Forests, XGBoost, Gradient Boosting Regressor,
Linear Regression, Bayesian Ridge Regression, and Support Vector Regressor.
We implemented these machine learning models in the scikit-learn library in
Python. We evaluated each detector using 10-fold cross-validation.

3 Results

Regarding RQ1A, determining which features are predictive of FLA, based on
the correlation analysis and Gini importance algorithm, the final set of features
that reliably predicted FLA were: exercise score, percentage of all previous ex-
ercise scores, percentage of previous incorrect scores, exercise duration, relevant
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exercise duration, FLCAS score, English level, exercise topic, and the partici-
pant’s age. Gini indicated that the most important features were FLCAS score
followed by the average percentage of all previous exercises.

With respect to RQ1B, on the types of machine learning methods, for Dataset
1, the Random Forest method was most accurate, predicting 47% of the variance
of FLA. XGBoost was close behind, predicting 45%. For Dataset 2, both methods
predicted 66% of FLA. The performance of Gradient Boosting was slightly be-
hind that of the other ensemble methods. In contrast, the non-ensemble methods
performed much worse, predicting a maximum of 21% of the variance of FLA.
For RQ2, which focused on the robustness of these features and models across
the different systems and datasets, we found that the set of most important
features for both datasets was identical, with slight differences in ranking. The
relative performance of the models was identical across the datasets.

4 Discussion and Conclusions

Prior research used FLCAS components and exercise score as sensor-free metrics
to predict FLA [7]. Here, we extend this by uncovering features that produce bet-
ter predictions using machine learning without interrupting the learning process.
Previous research found that FLA could be predicted up to 43% using Linear
Regression using FLCAS components and exercise scores, but only by includ-
ing self-reports of system and language difficulty after each exercise. Without
these intrusive self-report measures, the maximum prediction was 20%. Here,
we found that by augmenting the FLCAS scores with behavioral features from
the participants’ interactions with the systems, and by using machine learning
models, we can predict up to 66% of the learner’s anxiety without interruptions.
This level of accuracy is imperfect yet satisfactory; affect detection is extremely
difficult because it is not directly accessible [1].

Because the two datasets had identical highest feature importance rankings,
these features should provide reliable predictive performance for any e-learning
system that teaches English as a foreign language. They are also easily derived
from pretest and behavioral data.

As mentioned above, previous research found that sensor-free metrics could
predict FLA using Linear Regression, accounting for 20% of the variation in
anxiety [7]. Here, we found that machine learning models can produce much
more accurate predictions. It is clear that ensemble learning models (Random
Forest, XGBoost, Gradient Boosting Regressor) outperform non-ensemble mod-
els (Linear Regression, Bayesian Ridge, and Support Vector Regressor). The
high performance of the ensemble learning models is consistent with other re-
search demonstrating the robustness, reliability, and stability of these methods
[5]. Because these ensemble learning methods can produce acceptably accurate
predictions of the learner’s level of anxiety, they can be used to support an emo-
tionally intelligent tutoring system which can adaptively provide interventions
according to the learner’s current emotional state.
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When the performance of a model on a second dataset is the same or better
than on the one for which it was developed, that provides evidence for the relia-
bility of the model [2]. Here, we extracted a set of features from one system and
dataset, evaluating predictive performance with multiple models. Then, using
the same features, found that the relative performance was equivalent across the
systems, and that all of the models actually produced better performance in the
second dataset. Thus, we demonstrated the generalizability of this approach to
any ESL system because the models used features that can be easily extracted
from any such system. A limitation of this approach is that the features were
selected along with the machine learning algorithm. For our future work we will
build an emotionally intelligent tutoring system to detect FLA and reduce it by
adaptively providing appropriate feedback, creating a more positive and effective
learning environment.
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