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Trust and Partial Typingin Open Systems of Mobile
Agents

JAMES RIELY AND MATTHEW HENNESSY

ABSTRACT. We presenta partially-typed semanticdor D, a distributed r-calculus. The se-

manticsis designedor mobile agentsn opendistributedsystemsn which somesitesmay harbor
maliciousintentions. Nonethelessthe semanticgguaranteesraditional type-safetypropertiesat

good locationsby using a mixture of static and dynamictype-checking. We shov how the se-

manticscanbe extendedto allow trust betweensites,improving performanceand expressveness
without compromisingype-safety

1 Introduction

In [12] we presenteda type systemfor controlling the useof resourcesn a dis-
tributedsystem or network. Thetype systemguaranteesvo properties:

e resourceaccesss alwayssafe e.g. integer resourcesare always accessed
with integersandstringresourcesrealwaysaccessewith strings,and

e resourceaccesss alwaysauthorizedi.e. resourcesnayonly beaccessetly
agentghathave beengrantedoermissiorto do so.

While thesepropertiesaredesirable they are propertiesof a network asa whole
In opensystemd is impossibleto verify the systemasawhole,e.g. to “type-check
theweb”. In this paper we presentype systemsandsemanticgor opensystems
that guarantedhefirst propertyabove. We intendto addresshe secondproperty
in aforthcomingsequeto thisreport.

Any treatmentbf opensystemanustassumesomeunderlyingsecuritymech-
anismsfor communicatiorbetweersites or locations Oneapproachwould beto
add securityfeaturesdirectly in the languageasin Abadi and Gordons Spi cal-
culus[1]. In suchlanguagesodesignatureandnoncesaredirectly manipulable
asprogramobjects.Herewe take a moreabstracapproachpresenting “secure”
semanticgor alanguagevithout explicit securityfeatures Of theunderlyingcom-
municationmechanismwe assumeonly thatit deliverspacletsuncorruptedand
that the sourceof a paclet canbe reliably determined.In wide-areanetworks, a
low-level sighatureanechanismmayberequiredto realizetheseassumptions.

We startour developmentrom thefollowing principles:

1. Sitesaredivided into two groups: the good or typed,andthe bad, or un-
typed,thelatterof which mayharbormaliciousagents.

Researcliundedby CONFERII andEPSRCprojectGR/K60701.
Researcliundedby NSFgrantEIA-9805604.

Email: {jamesri,matthewh}@cogs.susx.ac.uk



TrustandPartial Typing in OpenSystemsf Mobile Agents 2

2. Malicious agentsshouldnot be able to corruptcomputationat good sites;
however, notall agentsat badsitesaremalicious. Thus,the staticnotionsof
goodandbadshouldnotbe usedto preventactionsby anagent;rather some
form of dynamictypecheckings necessary

3. Becausegentinteractionis commonplaceagentmovementratherthanin-
teraction,shouldbe subjectto dynamictypechecking.

In practice thedistinctionbetweergoodandbadsitesis maderelatveto apar
ticular administratve domain. In the narravestsetting,only oneparticularvirtual
machine(vM), or location,might be consideredyood, or well-typed,whereasall
othermachineson the network are consideregotentiallymalicious. In this case,
thegoalof asecuritymechanisnis to protectthelocal machingrom misusewhile
at the sametime allowing codefrom othermachinego be installedlocally. More
generallythedistinctionbetweergoodandbadmightbedravn betweerintra-and
inter-net,with corporateor departmentamnachinegrotectedoy well-typing.

Here we are interestedin preventing misusebasedon type-mismatching—
for example, a foreign agentattemptingto accessan areaof memorywhich is
unallocatedor is allocatedto a differentvm; or an agentattemptingto readan
integer locationas an array andthus gainingaccesgo arbitrarily large areasof
memory Suchtypeviolationsmayleadto coredumps,nformationleakageor the
spreadf virusesandothervirtual pestilence.

We studytheseissuedn the formal settingof D1t[12], a distributedvariantof
the tecalculus[17]. In D1t resourcesesideat locationsand mobile agentsmay
move from site to site,interactingvia local resourceso affect computations.The
typing systemof Drtis basedon locationtypeswhich describeheresourceswvail-
ableatasite. For example

loc{puti:res(int), geti:res(int), putl:res(loc), getl:res{loc) }

is thetypeof alocationwith four resourcestwo for manipulatingntegersandtwo
for manipulatinglocationnames.A featurewhich distinguishedt from related
languageg 10, 4, 23] is thatresourcenameshave only local significance,.e. re-
sourcenamesreuniquelocally, but notglobally acrosghenetwork. This property
reflectsthe open-endedatureof opensystemsuchastheinternet.

To formalizethe notionof “bad sites”in D1, we adda new locationtype,Ibad,
to thelanguage Agentsresidingat locationsof type Ibad areeffectively untyped,
asarereferenceso resourcestbadlocations regardlesof wherethesereferences
occur This wealer form of typing is achieved by addinga new inferencerule
to the typing systemanda new form of subtyping. We call the resultingtyping
systema partial typing system,asagentsandresourcest bad sitesare untyped.
Neverthelesgartialtyping ensureghatresourcest goodsitesarenot misused.

Theweaknes®f partial typing allows for the existenceof maliciousagentsat
bad sites. Further sinceagentscan move, unprotectedyood sitescan easily be
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corruptedanexampleof thisphenomenois describedn Section3.2. Technically
this meanghatpartialtyping is not presered by the standardeductionsemantics
of D1t a good site may ceasdo be well-typedafter a migrationfrom an untyped
site. The objectof this paperis the formalizationof a protectionpolicy for good

sitesagainsisuchmaliciousattacks.

As in [25, 19, 15, 18], the basicideais to requirethat code be verified be-
fore it is loadedlocally. Unlike thesereferenceshowever, our work is explic-
itly agent-basedandallows incomingagentso carry referenceso resourceslis-
tributedthroughouthe network; further, our approachsupportgheintroductionof
trust betweersites,asdescribedelow.

Verificationof incomingagentgakestheform of dynamictypecheckingwhere
incomingcodeis comparedagainsiafilter for thetargetsite. Filtersprovide anin-
completeor partial, view of the typesof the resourcesn the network, both local
andremote.Sincetheinformationin filtersis incomplete the dynamictypecheck-
ing algorithmmustbe ableto certify agentsevenwhenthe filter containslittle or
noinformationabouttheagents site of origin; otherwisejt would forbid too mary
migrations. This is potentiallyvery dangerouss maliciousagentsmay lie about
resourcesttheirorigin or atathird-partysite.

We avoid this dangerby developinganadequatsemantichasedn thenotion
of authority. An agentmoving from locationk to Z is dynamicallytypecheclkd
undertheauthorityof k, usingthefilter for ¢; everyresourceaccessnustbeverified
either by the filter or the authority The full developmentis givenin Section4,
wherewe prove SubjectReductionand Type Safetytheoremdor this semantics,
ensuringthatresourceaccessat goodlocationsis alwaystype-safe.This approach
shouldbe contrastedwith thatof [13] (outlinedin AppendixB), which givesan
adequatesemanticgor networksin which the authorityof incomingagentscannot
reliably be determined.

One drawback of this framework is that every agentmust be dynamically
typecheckd whenmoving from onesite to another To alleviate this burden,in
Section5 we introducea relationshipof trust betweerocations formalizedusing
the locationtype Itrust. We thenmaodify the operationaksemanticso thatagents
originatingattrustediocationsneednot betypecheckd. Althoughtechnicallythis
is asimpleadditionto thetype systemijt is alsovery expressve. Theresultis that
thenetwork is dividedinto websof trust andagentsanonly gainentryto aweb of
trustvia typechecking.Onceentryto aweb of trusthasbeenearnedhowever, an
agentcanmove freely aroundtheweb;it will only betypecheckdagainif it leaves
awebandsubsequentlyishesto reenter Moreover thesewebsof trustmaygrowv
dynamicallyasincomingagentsanform sitesof othersitesthatthey cantrust.

We now presenta quick overview of the remainderof the paper In Section2
we first review Drtandits standad semanticsincludingthe standardstatictyping
system. Section3 introducesthe notion of partial typing and shows that partial
typing is not presered by the standardreductionrelation. The next two sections
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Table 1 Syntaxof namesg, valuesu, patternsX, threadsP, andnetworks M.

=k Location u,v,w = bv BaseValue
| a Resource | e Name
X, Y =X Variable | x Variable
| Xy ., Xa) Tuple | (U, .., un) Tuple
P,Q,R ::= stop Termination M,N =0 Empty
P|IQ Composition | M| N Composition
(veT)P Restriction | (vkeT)N Restriction
|

|

|

| gotou.P  Movement KIP] Agent
| u(v)P Output

| u?(X:T)P Input

| *P Replication

| if u=vthen Pelse @ Matching

containthe main contributionsof the paper Section4 presentghe formalization
of filters and dynamictyping, shaving how theseare incorporatednto the run-
time semantics.In Section5 this framework is extendedto include trust. Both
sectionsncludeseveralexamplesaswell asproofsof SubjectReductiorandType
Safety In Section6 we discusghe designof the semanticsanddescribesomeof
its limitations, pointingto topicsfor furtherresearchThe paperendswith a brief
sunwey of relatedwork.

2 Thelanguage and Standard Typing

In this sectionwe review the syntaxand standardsemanticsof Dt For a full
treatmentf the languagejncluding mary examplessee[17]. Ourformalization
of thelanguageliffersslightly from thatof [ 17], asdiscussedn the conclusion.

2.1 Syntax

The syntaxis givenin Table 1, althoughdiscussiorof types,T, is postponedo
Section2.3. The syntaxis parameterizedavith respectto the following syntactic
sets,whichwe assumeo bedisjoint:

e Base of basevalues rangedover by bv,

e Loc, of locationnamesrangedover by k-m,
e Res of resouce namesrangedover by a—d,
e \ar, of variables rangedover by x-z.

Namese, includelocationnamesandresourcenames.Values u—w, includebase
values,namesyariablesandtuplesof values. We occasionallyusethe metavari-
ablesu—w to rangeoverrestrictedclasse®f values suchasVar ULocor Var U Res
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suchcasesshouldbe clearfrom context. Patterns X-Y, includevariablesandtu-
plesof patternswe requirethat patternsbelinear, i.e. thateachvariableappearat
mostonce.

Themainsyntacticcatgyoriesof thelanguageareasfollows:

e Threads P-R, aretermsof the ordinarypolyadictrcalculus[16] with addi-
tional constructdor movementandrestrictionof locations.

e Agents K[P], arelocatedthreads.

e Networks M—N, arecollectionsof agentscombinedusingthe staticcombi-
natorsof compositionandrestriction.

As anexampleof a network, considertheterm:

([P]| (vea:T) (£IQ] I K[R])

This network containsthreeagents/[P], £[Q] andk[R]. Thefirst two agentsare
runningat location/, the third at locationk. Moreover Q andR shareknowledge
of aprivateresourcea of typeT, allocatedat/ andunknaovn to P.

NOTATION. We adoptseveralnotationalcorventions,asin [17].

¢ In the concretesyntax,gotou hasgreaterbinding power thancompaosition.
Thus‘gotok. P | Q' shouldberead‘(gotok.P) | Q. We adoptseveral stan-
dardabbreviations. For example,we routinely drop type annotationsvhen
they arenot of interest. We omit trailing occurrence®f stop andoften de-
notetuplesandothergroupsusingatilde. For example,we write U instead
of uy, .., Uy andu: T insteadof u,: Ty, .., Un:Ty. We alsowrite ‘if u=vthen P’
insteadof ‘if u= vthen P else stop’ and‘if u # vthen Q' insteadof ‘if u=
V then stop else Q.

e We assumehe standardhotion of freeandboundoccurrence®f variables
andnamesn networksandthreads Thevariablesn the patternX arebound
by the input constructu?(X) P, the scopeis P. The namee is boundby
the restrictions(ve) P and (vke) N, the scopesareP andN, respectiely. A
termwith no free variablesis closed The functionsfn(P) andfv(P) return
respectrely the setsof free namesandfree variablesoccurringin P.

e We alsoassume standarchotion of substitution whereP{Yx} denoteshe
capture-goiding substitutiorof u for x in P. ThenotationP{Yx]} generalizes
thisin anobviousway asa sequencef substitutionsfollowing the structure
of the patternX.

¢ Inthesequelveidentify termsupto renamingof boundnamesandvariables.
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Table 2 StandardReduction

Structuralcongruence:
(s-extr) M |[(vkeT)N = (veT)(M|N) if e¢ fn(M)
(s-garbage;) (vkeT)0 =0
(s-garbage)) K[stop] =0
(s-copy) k[+P] = Kk[P] | k[*P]
Reductionprecongruence:
(r-move) K[gotol.P] — £[P]

(r-new
(r-split

) K[(veT)P] — (vkeT)K[P] if e#k
) K[P| Q[ — K[P] [K[QI
(r-comm) K[at (v} P] | K[22(X) Q] — KIP] | KIQ{Y<}]
(r-eq1) K[Jif u=uthen Pelse Q] — K[P]

(r-eq2) K[if u=vthen Pelse Q] — K[Q] if u#v

2.2 Standard Reduction

The standardeductionsemanticss givenin Table2. The structuralcongruence
(M = N) and reductionprecongruencéM — M’) both relatedclosednetwork
terms.Themainreductionrelationwe areinterestedn is (—) = (= - — - =).

Thestructuralkcongruencés definedto betheleastcongruenceelation onnet-
worksthatsatisfieshecommutatve monoidlaws for compositiorf andtheaxioms
givenin Table2. The axiomsprovide meansfor the extensionof the scopeof a
name for garbagecollectionof unusechamesandterminatedhreadsandfor the
replicationof agents.

Thereductionrelation— is definedto betheleastprecongruenceelationon
networkswhich satisfieghereductionaxiomsof Table2. Theaxiomsfor commu-
nicationandmatchingaretakendirectly from the-calculuswith afew changeso
accommodatéhefactthatagentsareexplicitly located.Note thatcommunication
canonly occurbetweercolocatedagents.

The mostimportantnew rule is (r-move), k[gotoZ. P]| — £[P], which states
thatan agentlocatedat k canmove to ¢ usingthe move operatorgoto /. P. Also
significantis (r-new), k[(ve:T) P] — (vke:T) k[P], which stateshata namecre-
atedby a threadcanbecomeavailableacrosshe network. Note thatwhena new
nameis lifted out of an agent,the network-level restrictionrecordsthe nameof
the locationwhich allocatedthe name;theselocationtagsare usedonly for static
typing. Finally, therule (r-split), k[P | Q] — K[P] | K[Q], allows anagentio spavn

LA relation< is a precongruencen networksif N < N’ impliesN|[M < N'|M, M|N <M [N/,
and(vkeT)N < (vke:T) N'. A relationis acongruencéf it is bothanequivalenceanda precongru-
ence.

2Themonoidlawsare:M |0 =M, M|N =N|M, andM |(N|O) = (M|N) | O.
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off subagentsvhich areableto move aroundthe network independentlyThe only
reductionrulesthatvary significantlyin latersectionsare(r-move) and(r-new).

As anexample,supposehatwe wish to write a network with two agentspne
atk andoneat /. Theagentatk wishesto senda freshintegerchannela, located
at k, to the otheragentusingthe channelb, locatedat ¢£. This network could be
written:

L[b2A(z,x) Q] | k[(va) (P | gotol.b!(k,a))]
— £[bAzx) Q] | (via) (K[P | goto£.bl(k,a)]) (r-new)
— £[bAzx) Q] | (vka) (K[P] | k[gotos.bl(k,a)]) (r-split)
— £[b2(z,x) Q] | (via) (K[P] | £[b!(k,a)]) (r-move)
— (Vi) £[Q{%¥zx}] | K[P] (s-extr), (r-comm), (s-garbagey)

Besideeachreduction,we have written the axiomsusedto infer it, omitting men-
tion of the monoidlaws. An exampleof a procesQ thatusestherecevedvalue
(z,x) is ‘gotoz x! (1)’, which afterthecommunicatiorbecomesgotok.a!(1)’.

2.3 Typesand Subtyping

The purposeof thetype systemis to ensureproperuseof basetypes,channelsaand
locations.In this paperwe usethe simpletype languagdrom [12, §5], extended
with basetypes. However all of the resultsin this paperextend smoothlyto the
more powerful type systemof [12, §6], which includesresourcecapabilitiesand
non-trivial subtypingon resourcdypes.

We useuppercas®omanlettersto rangeover types,whosesyntaxfollows:

ResourcesA-D ::= res(T)
Locations: K,L = loc{a;:Ay, .., 8n:An, X1 By, .., Xn:Bn}
Values: ST =BT |K|A|K[A, ...,An | (Tq, .., Tn)

The syntaxprovidestypesfor basevalues,locations,local resourcesandtuples.
Typesof theform K[A] aredependentuple types,which allow communicatiorof
non-localresourcesye dlscussthesefurtherln the next subsectionln examples,
we will usethenotatlonu[“] (u V) toindicatethatthetuple (u,V) hasadependent
type.

We requirethat eachresourcenameandvariablein a locationtype appearat
mostonce. Locationtypesare essentiallythe sameas standardecordtypes,and
we identify locationtypesup to reorderingof their “fields”. Thusloc{a:A, b:B} =
loc{b:B, a:A}. We write ‘loc’ for ‘loc{ }".

The subtypingpreorder(T <: S) is discussedt lengthin [17]. On basetypes
andchanneltypesthereis no nontrivial subtyping;for example,res(T) <: res(T’)
if andonly if T=T’. Onlocationtypes,the subtypingrelationis similar to that
traditionally definedfor recordor objecttypes(althoughhereit is invariant):

loc{U:A, V:B} <: loc{ti:A}
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Ontuples,thedefinitionis by homomorphiextension:

S« T _ ifVvi:S<T
K[A] <: L[B] if K<:L andA<: B

An importantpropertyof the subtypingpreorderis thatit hasa partial meet
operatorl.

DEFINITION 2.1. A partialbinaryoperator onapreorder(S <) is apartialmeet
operatoiif it satisfieghefollowing for everyr, s, t € S

(@) r=<tandr<s imply trsdefinedandr <trs

(b) trsdefined impliestris <t
(c) (tms)mr definedimpliestm (srr) definedand(trs)mr =tm(srr)
(d) tMsdefined implies sMt definedandts= srt d

PROPOSITION 2.2. Thesetof types,underthe subtypingpreorder, hasa partial
meetoperator.

Proof. Theoperatoiis inducedby thefollowing equationon locationtypes:
loc{T:A} Mloc{V:B} = loc{T:AUV:B} if Vi,j:u =v; impliesA; = B;

For example, loc{a:A, b:B} Mloc{b:B, c:C} = loc{a:A, b:B, c:C}. This is ex-
tendedhomomorphicallyat othertypesby:

TNT T

(St oy S0 M (Ty, o, Tn) = (SN Ty, SN Th)
K[A1, .., An] M L[By, .., Bn] = (KML)[A,MBy,..,AnMBy)

By inductionon the structureof types,onecanshaow thatthis operatorsatisfieghe
claimsof Definition 2.1. O
2.4 Standard Typing

Judgmentn thetyping systemtake threeforms:

=N Network N is well-formed
M P ThreadP is well-formedat locationw
I, v:T  Valuev is well-formedatlocationw with type T

Herel, A rangeover type ervironments which map location namesto location
typesandvariablesto basetypesor locationtypes® Thuservironmentshave the

3For simplicity, the typing systemdefinedhererequiresthat every tuple be fully decomposed
uponreception;i.e., termsof the form a?(x:(int,int)) P arenot typable. The moregeneralcaseis
straightforward, but requiresa morecomplex treatmenbf locationtypes,asin [17].
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Table 3 Standardlyping
Values(rulesfor basevaluesnot shawvn):
I uk
Fuy<T M(w) <t loc{u:A} MR uicTi (Vi) rLvB
[ uT [y WA M UT [ (u,V):K[B]
Threads [k uS
[ Ky ures(T) [ Ky ures(T) r VT
Vv fv (X) disjointfv (I) Fo{wu T {w:S}t K P
M P F{wX:T} K Q M Q
M K ul(v)P I R Uu?2(X:T)Q I Ky if u=Vvthen Pelse Q
I Ry uloc e¢ () P
g P Fr{weT} kP Mg Q
I Ky gotou. P Mk (veT)P I Ky stop, P|Q, xP
Networks:
e¢ fn(l) r=m
&P rm{keT} N =N
I FK[P] I F(veT)N r=0,M|N

form {k:K,%L,¥:BT}, up to reordering. For example, the following is a type
ervironment:
[ = {£loc{a:A,x B}, yiint, ZIloc{a:A'} }

We write I (u) to referto the type of identifieru in I'. Sofor I' asdefinedabove,
() = loc{a:A’} wheread (u) is undefined.

The standardyping systemis definedin Table3. Thisis thetype systemfrom
[12, §5], with afew notationalchangesndthe additionof basetypes.We implic-
itly assuman all rulesthatthe ervironmentl” is well-formedandthat eachtype
on theright-hand-sideof the turnstileis closed i.e. we do not allow variablesto
appeaiin locationtypesin terms.

We presuppose setof rulesfor basevalues,which, for example,saythatin-
teger constantdave typeint andthe booleanconstants andf have typebool. In
Table3, therearetwo rulesfor identifiers. Thefirst appliesto “universal’identifiers
in the domainof the type ervironment: locationnamesand variablesof location
or basetypes. The secondappliesto “local” identifiersin locationtypes:resource
namesandvariablesof resourcdype. Universalidentifiershave a consistentmean-
ing acrossall sites,whereadocal identifiersdo not; e.g. thelocationname/ refers
to thesamething no matterwhereit occurs whereagheresourcanamea doesnot.
Note that when typing a dependentuple (u,V), the typing of V is deducedwith
respecto thelocationidentifieru.
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For networks andthreadsthe mainrulesof interestare for agentsand move-
ment. For the agent/[P] to be well-typed, P mustbe well-typed at location /;
whereador the threadgoto u. P to be well-typed at somelocationw, P mustbe
well-typedat locationu.

The rules for restrictionand input are intuitive, althoughthey require some
notationfor ervironmentextensions Both subtypingandthe partialmeetoperator
extendpointwiseto ervironmentsin the obviousmanner:For subtypingwe have:

A< T iff Ywe dom(IM): A(w) <: T'(w)

The partialmeetoperatorArT is undefinedf A(w) NI (w) is undefinedor some
w € dom(A) Nndom(I"), otherwise:

ANT = {wK | A(w)T(w) =K}
U {wK | A(w) = K andw ¢ dom(I") }
U {wK | I'(w) =K andw ¢ dom(A) }

New ervironmentsare createdfrom valuesusingthe notation{yu:T}, where
w € Locu Var. Thedefinitionis givenby inductiononu andT:

{wbv:BT} =@, if bv € valset{BT)
{wxBT} ={xBT}
{wkK} ={kK}
{wxK} ={xK}
{waA} ={wloc{a:A}}
{wxA} ={wloc{xA}}
{w(u,V):K[B]} ={wu:K} r {,v:B}

{wl:T} ={wu: T} {wun:Tn}

For example:
{w(0,a):(int,A)} = {w:loc{a:A}}
{w(k,K[c]):(loc{a:A},loc{b:B}[C])} = {kiloc{a:A,b:B,c:C}}
To understandhe notation,the readermay wish to considerthe following re-
sults,which arestraightforvardto establish.

LEMMA 2.3.

(@) If I <« Ay andrl <: Ay thenA1 M A, definedandl™ <: A M A.

(b) If I T1A definedandA <: A’ thenl M A’ defined.

(c) If I K, u:T then{yu:T} definedandl” <: {yu:T}.

(d) If {yu:S} N{wu:T} definedthen{,,u:(SMT)} defined. O
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With this notationthe rule for restrictionin networks, for example,shouldbe
easilyunderstandableThe network (vke:T) N is well-typedwith respecto I', ' -
(vkeT)N, if eisnew to I andN is well-typedwith respecto I extendedat k by
thetypeinformationin declaratiore:T, i.e. I {xe:T} - N.

Therule for matchingallows the combinationof capabilitiesavailable on dif-
ferentinstancesf alocationname.Note thatthe rule may only be appliedwhen
SMT isdefined.In thecasethatS= T, therule degenerateso the standardule for
conditionals:

Mg uT,v:T,P,Q

[N Ky if u=Vthen Pelse Q

The extra generalityof theruleis necessaryo typethreadssuchasthefollowing:
a?(z]x)) b?(wly]) if z= wthen gotoz (x?(u) y!(u))

This threadrecevestwo remotechannelsfrom differentsourcesthenforwards
messagefom onechanneko theother Furtherexamplesaregivenin [12] where
we argue that the more generalrule is crucial for typing mary practicalapplica-
tions.

The typing systemsatisfiesseveral standardpropertiessuchas type special-
ization, wealeninganda substitutionlemma,asdescribedn [17]. Thefollowing
resultestablisheshat well-typedtermsarefree of runtimeerrorsthroughoutheir
execution.

THEOREM 2.4 (SUBJECT REDUCTION FOR THE STANDARD SEMANTICS).
If T NandN — N’thenl" - N.

Proof. Seeg[12, Theoremb.1]. O
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3 Partial Typing

The purposeof this paperis to study systemsn which only a subsetof agents
areknown to be well typed. Sinceagentshemselesareunnamedandcanmove

aboutthe network, we draw the distinction betweenthe typed and the untyped
worlds using locations or sites In this sectionwe first definea partial typing

systemwhich allows agentsat certainuntyped or bad, locationsto have arbitrary

potentiallymaliciousbehaior. We thenpresentan examplewhich showvs thatthe
standardgemanticss inadequatdor partially typedsystemsandfinally pointto the
solutionproposedn latersections.

3.1 ThePartial Typing Relation

To capturethe notion of a untypedocationsformally, we introducea new location
type,Ibad, into thetypelanguage We usethetermsuntypedandbadinterchange-
ably, similarly typedandgood Locationtypesarenow defined:

K,L ::=loc{a:A,%:B} | Ibad

We sometimegefer to typesin the augmentedanguageas partial types The
subtyperelationis extendedto partial typesby addingthe following subtyping
rule:

Ibad <: loc{T:A}

This reflectsthe fact that channelsat an untypedlocationmay have ary type and
consequentlpehaior atbadlocationsis unconstrainedwith theadditionof Ibad,
the partialmeetoperatotbecomedgotal on locationtypes.

PROPOSITION 3.1. Thesetof types,extendedwith Ibad, underthe subtypingpre-
order, hasa partial meetoperator.

Proof. It is straightforvardto showv that the following definition provides an ex-
tensionof the partialmeetoperatordefinedin Proposition2.2:
P = [loc{T:SUV:T} if Vi,j:u =V, impliesS =T,
loc{U:S} 1 IOC{V'I} N {Ibad otherwise
Ibad 1M loc{V:T} = Ibad
loc{T:T} M Ibad = lbad O

The typing relation given in Table 3, ' - N, may now be applied to
this extended languageof types with the result that untyped locations en-
joy mary expectedproperties. For example, since Ibad <: loc{a:res(int)} and
Ibad <: loc{a:res(bool)}, we caninfer

{m:Ibad} t5, (a,a):(res(int), res(bool))

In generalwe caninfer thataresourceatanuntypedocationhasary resourceype,
meaningthat local computationsat theselocationsare unconstrainedy typing
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Table 4 Partial Typing Relation

All rulesfrom Table 3 but thosefor restriction(v)

T + Ibad
e¢fn(l)
I (w) = Ibad rm{weT} P
(thread-bad)L (thread-newy) tweT} b
[y P [y (veT)P
(k) = Ibad T # Ibad
L¢ () e¢fn(l)
MM {flbad} - N rM{eT) FN
(net-newy,) (net-newy)
M F(vil:L)N I F(veT)N

considerations.This is the caseevenif the resources restricted. For example
if (k) = Ibad then, sincelbad Mloc{a:A} = Ibad, the judgmentl" - (vca:A)N
followsfrom I = N. Moreover, sincelbad <: loc{a:B} for ary resourceypeB, in
this lattertype judgmentthe type of occurrencesf ain N may bearbitrary Note
however that, becauseof our separatecatayoriesfor base,resourceand location
identifiers,no matterwhatthe ervironmentwe cannotinfer a:loc, k:int or 2:res().

Agentscanalsousethe type informationto infer thata remotelocationis un-
typed.For exampleconsideranervironmentl” suchthat:

bires(loc{a:res(bool) })
r)= Ioc{ c:res(loc{arres(int)}) }
d:res(Ibad)

Thenthe network
£[b?(z) c?(w) if z=wthen d!I(z)]

is well-typed with respectto I'. If the samelocation m is receved on both the
channeld andc, thentheagentknows thatmis untyped.Thusm canbe outputon
d, achannethattransmitdocationsof thetypeIbad.

Despitetheseexamples the standardyping systemdoesnot quite capturethe
notion of “untypedIocation”, evenwith the additionof Ibad. Mostimportant,the
standardyping rule for movementdoesnot allow untypedlocationsto sendmali-
ciousagentdo typedlocations.Consideratype ernvironmentl, definedas:

o st

We would like to have thatI” F m[gotok.al(t)]. Herean untypedagentat m at-
temptsto move to k andmisusethe channel. The standardyping rule for move-
ment,however, doesnotallow thisjudgmentsincethestandardule for movement
requireshatal (t) bewell-typedatk, which definitelyis notthecase.
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Thepartial typingrelationis definedin Table4. All of therulesof thestandard
typesystencarryoverto thepartialtyping systembut for thoseconcerningestric-
tion, which requirean additionalside condition. Most important,the introduction
of therule (thread-bad) allows untypedlocationsto have truly arbitrarybehaior,
includingthe ability to (attemptto) sendmaliciousagentdo goodlocations.Thus
the partial typing relation validatesthe judgmentl” - m[gotok.a!(t)], with I' as
givenin the previousparagraph.

The rule (net-new,,) saysthat locationscreatedat untypedlocationsshould
themselesbe untyped.This rule is requiredto maintainwell-typing underreduc-
tionssuchas:

K[(v¢:L) goto£.P] — (vil:L)K[goto£. P]| — (Vi£:L) £[P]

The rules (thread-new,) and (net-new,) areasin the standarctype system,but
requirethattypedlocationsnot createuntypedones.This “reasonableneggquire-
ment” is necessaryo establishType Safety asformulatedin Theoremé.10,

3.2 An Example
Considerthefollowing (partial) type ervironment:

K :loc {a:res(int)}
. b:res{loc[res(bool)])
r=4 ¢ IOC{ c:res(loc[res(int)]) }
m : Ibad

Herewe have threelocations k, £ andm, thefirst two of which aretyped,andthe
lastuntyped. Of the good (typed)sites,we know thatk hasanintegerchannela,
and/ hastwo channelsc, which communicateslependentupleswith the second
elementbeing an integer channel;and b, which communicateslependentuples
with theseconcelementbeingbooleanchannels.

Considera systemwith two agentsat /, waiting to receve dataon channelsc
andb, respectrely. Thefirstagentwill expect,astheseconcelementf thetupleit
receves,the nameof anintegerchannelwhereaghe secondwill expectthename
of abooleanchannel.ln additionsupposehatthereareagentsatk andm poisedto
senddatato ¢ on channels andb, respectrely. Sucha systemis the following:

N= /[c?wl]y]) gotow.y!{0)]
| £[b?(Z]x]) gotoz X!(t)]
| k[goto£.cl(k[a])]
| m[goto£.b!(k[a])]

Herethe agentsat / andk areall quite reasonablethey could be typedusingthe
standardype systemof Table3. Thefinal agentatm, however, flagrantlyviolates
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the typesof channelsa andb; this agentintendsto sendan integer channel(a)
whereabooleanchanneis expectedon b).

Onecaneasily seethat, usingthe standarayping system(without Ibad), for
no A dowe have A - N. Thisis becausehannela at k may be boundto eithery
or X, andtheseidentifiersare subjectto conflicting uses. Thereis no assignment
of standardypesto a, b andc that satisfiesall of the constraintggivenin N. On
the otherhand,usingthe partialtyping systemwe have I' - N. This well typing,
however, is not presered by reduction.

First considerthe agentscommunicatingon c. Using standardreduction,as
definedin Table2, theseagentgeduceasfollows.

2[c?(wly]) gotow.y!{(0)] | K[gotoZ.c!(k[a]}] (1)
— £[cAwly]) gotow.y(O)] | £[ct(k[al)] 2
— £[gotok.al(0)] (3)
— K[a!l(0)] (4)

The first reduction (1-2) follows from (r-move), (2-3) from (r-comm) and
(s-garbage), and (3-4) from (r-move) again. All of thesereductionspresere
well-typing underT .

Now considertheagentscommunicatingon b.

L[b?(Z]x]) gotoz X!(t)] | m[gotol.b!(k[a])] (5)
— L[b?(Z]x]) gotoz X!(t)] | £[b!(k[a]}] (6)
— £[gotok.al(t)] (7)
— K[al(t)] (8)

The reductionsare derived just as before,but (6), (7) and(8) are not well-typed
underl . Thisfactis obviouswhenconsidering8) whereanagentatk attemptgo
sendaboolearonanintegerchannel Alreadyin (6), however, typingunderf fails.
In orderto infer I = £[b!(k[a])]] we mustestablishthatfor someT, I ; bires(T)
andl” | k[a]:T. Giventhetypeof b at/, we would have to take T = loc[res(bool)],
but ™ ¥ k[a]:loc[res(bool}], sinceais anintegerchannekhtk.

The semanticgpresentedn the following sectionwill preventthe reductionof
(5) to (6) by dynamicallytyping certainagentsvhenthey move from onelocation
to another To accomplishthis, we augmenthe standardeductionsemanticavith
type information detailingthe resourcesvailable at eachsite. Significantly this
typeinformationis heldlocally at eachsite,andthussiteswill have differentviews
of the network. Crucialto this semanticss the ability of alocationto determine
the authority of anincomingthread,i.e. the locationfrom which the threadwas
sent. This semanticgs improvedin Section5 by addingtrustedlocationsto the
type system.In eachof thesesectionsthe mainresultsare SubjectReduction(for
the partialtyping relation)and Type Safety
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It is worth contrastinghis approachwith the “purely local” approachadopted
for “anonymousnetworks” in [13] (andoutlinedin AppendixB). In anorymous
networks, the authority of incomingthreadss not known. The semanticf [13]
usesa wealer typing systemrequiring consisteng only of local resourcetypes.
Thus, in that work, (6) is taken to be well-typed, with subjectreductionfailing
only in themove from (7) to (8). Thechiefadwantageof the currentwork is thatit
permitsthe useof trust, which appearso beincompatiblewith termssuchas(6).

4 Filtersand Authorities

In this sectionwe proposea semanticswhich recovers subject reduction for
partially-typednetworks. The solution assumeghat the origin, or authority, of
incomingagentanbereliably determined.

4.1 Syntax and Semantics

To accomplishdynamictypecheckingjt is necessaryo addtype informationto
running networks. We do this by addinga filter k{A) for eachlocationk in a
network. The filter includesa type ervironmentA which givesk’s view of the
resourcesn thenetwork. Supposehatin anetwork N, locationk knowsthatthere
is resourcenameda of type A atlocation/. This intuition is capturedoy requiring
thatN have a subtermk{A)) suchthatA(?) <: loc{a:A}.

Formally, we extend the syntaxof networks in Table 1 to includefilters, as
follows:

N = ... | k{Aa)

We saythata termk{A) is afilter for k. The typing andreductionrelationsfor
networkswith filters aregivenin Tableb5.

Static Typing. The statictyping relationextendsthat of Tables 3 and4 with the
two rules,givenin Table5. Therule (net-filterg) requiresthata filter for a good
locationk musthave full knowledgeof theresourcestk (I (k) = A(k)) andaview
of therestof theworld thatis consistenwith reality (I <: A). Therule (net-filtery,)
indicateghatfilters for badlocationsmay bearbitrary

Thesetyping rulesguarantedghat whenever a filter exists, it musthave area-
sonableview of theworld, but the rulesdo not constrainthe numberof filters for
a given location. We could extend the type systemto guaranteahat eachloca-
tion have a uniquefilter, but we preferto imposethis constraintoutsidethe typing
relation.

DEFINITION 4.1. We saythata network N is well formedif for every k € fn(N)
thereis exactly one subtermof N which is a filter for k, andfor every subterm
(vi¢:L) M of N thereis exactly onesubtermof M whichis afilter for £. O

For therestof the paperwe consideronly well-formednetworks.
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Table 5 Typing andreductionusingfilters

Statictyping: all rulesfrom Table4

Mr<A
o Tk =4k . T(k =Ibad
(net-fllterg)w (net-fllterb)W
Reductionprecongruence(r-split), (r-eq) and(r-eq) rulesfor = from Table?2
(ri-move) Klgotol.P] | £(A) ifk=£orA P
— L[P] [ £48)
(re-newr) k[(va:A)P] | k{A) if a¢ fn(A)
— (V@A) (K[P] | k¢ar{kaA}))
(re-newl) K[(vZ:L)P] | k{A) if £¢fn(A)U{k}
— (WliL) (K[P] | kqAm{e:L}) | e4{L 1))
(r;-comm)  K[al(v) P] | kK[a?(X:T) Q] | k{A)
— KIP] [ KIQU/XET | k{Am{kv:T})

Dynamictyping: all rulesfrom Table4, with ‘I’ replacing' i,

lbad <: K
(valf-selfy) — ———  (valg-selfy) — (thread¢-return) — ———
A Ky kK Al aA A I, gotok. P

Reduction. As networksevolve, a site’s filter shouldbe augmentedo reflectits
increasingknowledgeof the network. At thevery leastthis shouldincludeupdates
with informationaboutnew local resources.Therule (r¢-newr) saysthatwhena
new resourca is createdatk, thetypeof thatresourcas recordedn thefilter for k.
This ensureghatk continuego have full knowledgeof local resourcesSimilarly
whena new location/ is createdoy k, a new filter shouldbe createdfor / andthe
filter for k updatedo establishaview of £. Thisis achievedby therule (r¢-newl).

In addition,filters may take othermeasureso increaseheir knowledgeof the
network. Here we modify the communicationrule asfollows: whena valueis
receved at a site, the site’s filter is augmentedo include ary new information
that can be gleanedfrom the communicatedralue. This is reflectedin the rule
(rf-comm).

The purposeof filters is to checkthatincomingagentsarewell-typed. Thus,
the mainchangeto the semanticss replacethe reductionrule (r-move) with:

(D) | k[gotol.P] — £{A) | £[P] ifk=£orA ng P
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Here A Illg P is a dynamictyping relation, which intuitively saysthat P is well-
formedto move to location/, if actingunderauthority of k. Agentsoriginating
locally areassumedo be well-typedandthereforeneednot be checled dynami-
cally.

Dynamic Typing. Oneapproacho dynamictypingwould beto take thedynamic
typing relationto be the sameasthe statictyping relation: (Ill\,‘v) = (k). In effect,
thiswouldlimit incomingagentdo includeonly namesof resourceshatareknown
in adwvance. While this is certainlysound,it is muchtoo restrictve; for example,
new resourcesould only be usedby agentsthat originatedlocally. Considerthe
system:

k[(va) goto£.bi(k[a)] | £[b?(Z[x]) P] | £{A) ()

Herek createsa new resourceandwishesto communicatet to /. However with
(Ill\f\,) = (k) the move from k to ¢ is refused— (rs-move) cannotbe applied—
sincethefilter A at/ canhave no knowledgeof the new resourcea.

At the oppositeextreme,we might allow threadsto include ary referenceto
non-localresourcesHowever, this approachs clearly unsoundrom the counter
examplegivenin thelastsection.Thedifficulty is thatthreadsrom badlocations
may provide incorrectinformationaboutgood locations,breakingsubjectreduc-
tion.

To straddlethe gapbetweersound-lhut-uselesandunsound-ht-expressve,we
introducethe notion of authority. We saythatan agentleaving a locationk acts
underthe authority of k. Whenanagentwith authorityk entersanotherocation,
we saythatk is the authority of theagent.

While it is notsafeto allow incomingagentgo referto anynon-localresources,
it is safeto allow themto refer to resourcedocatedat their authority i.e. at their
“home” location. Intuitively thisis truebecauseynderthis discipline,“bad” agents
canonly to “lie” aboutresource$ocatedat their authority which musthave been
abadlocationto begin with. Lies aboutbadlocationsdon't hurt well-typing, since
badlocationsareuntyped.

Formally, the rulesfor runtimetyping extendthoseof the statictype system
givenin Tables 3 and4 with two additionalrulesfor valuesandonefor threads.
Theserules allow referencego an incoming agents authorityto go unchecled.
Therule (val-self; ) allows anincomingagentto referto its authorityk, regardless
of whetherthe filter environmentA containsary informationaboutk. (Note that
theconditionlbad <: K is vacuouslysatisfiedwe includeit hereonly for reference
in the next section.) The rule (vals-selfy) allows an incoming agentto refer to
resourcesitits authority As anexample let A, = {£:loc{a:ires(K[B])}}. Although
we cannotinfer that A,  al(k[b]) usingthe statictyping system,we candeduce
Aglilg al(k[b]) usingthe dynamictyping relation. Thusthe following reductionis
allowedby the semantics:

Klgoto£.al(k,b)] | £{Ar) — L[al(k,b)] | £{Ac)
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The rule (thread¢-return) allows a threadto returnto its homelocation without
subjectingthe returningthreadto further typechecking. This rule allows some
additionalexpressvenessandreduceghe burdensof typecheckingsomeavhat.

Note that while the static typing systeminterpretsthe rules of Tables 3 and
4 with respecto an omniscientauthority (I'), the dynamictype systeminterprets
theseruleswith respecto the knowledgecontainedn afilter (A, wherel <: A).
Whereasuntypability with respecto I' indicatesthata network is malformed,un-
typability with respecto A maysimply indicatethatA hasinsufficientinformation
to determinewvhetheranagentis maliciousor not.

Thefactthatresourcenamesarenot assignediniquelocationsis crucialto the
succes®f our strategy for dynamictypecheckinglt would be difficult to seehow
to formulateour approactwhile maintainingthe assumptiorthateachnamehada
uniquelocation(as,for example,in [4]). For example,supposéhattheresourcea
was“uniquely located”at k. Thenthe agentm[goto£.b!{m[a])] atthe badsitem
could “hijack” a using(thread-self,), corvincing £ thata wasuniquelylocatedat
m, ratherthansomegoodlocationk. In particularentryto £ by anagentfrom k may
subsequentlpe blocked because mistalenly believesthatthe uniquelocationof
aisatm.

4.2 Examples

EXAMPLE 4.2. First we shov how filters are updatedvia communicationwith
importedagents.Considerthe network (*) discussedbove, wherethe locationk
wishesto transmitto £ the nameof anew resourcea. If A = {£:loc{b:res(K[A])}}
thenwe have thefollowing reductions:

K[(va) goto . bi(K[a])] | £[b2(ZX:K[A])P] | £4A) —* (via) (¢[P] | £4A'))

whereP’ = P{k¥2x} andA’ = Ar {kiloc{ares(A)}}. After the communication,
thefilter for £ containanformationaboutthetype of resourcea atk. O

EXAMPLE 4.3. Let us now revisit network (5) discussedn Section3.2, which
shows that partial typing is not presered by the standardreductionrelation. To
usethe new semanticsywe mustadda filter for eachlocation. Herewe shaw only
thefilter for £, £{A)), whereA satisfieshe constraintsof (net-filterg). Thus,letus
considerthe network

I - mgotoZ.bl(k[a])] | £{A)

wherel is asgivenin Section3.2. Note that the agentat m attemptsto misin-
form andagentat # aboutthe type of theresourcea atk. In therevisedreduction
semanticghe move from mto £ is allowed only if Al b!(k[a]), thatis if we can
dynamicallytypecheclb! (k[a]) usingthefilter A underthe authoritym. But thisis
impossiblesincel” F£{A). To seethis,first notethat/ hasfull self-knovledge;.e.
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A(£) =T (£), andthereforeA(£) musthave the entry b:res(loc[res(bool)]); there-
fore to type the term we mustbe ableto deduceAlr; a:res(bool). Next notethat
A mustbe consistentith reality, namelyl". This meanghatif A hasknowledge
of theresourcea atk thenit mustbe at the conflictingtyperes(int); thereforethe
rulesof Table3 cannotbe usedto infer AIITTa:res(booI). Finally, sincek is notthe
authorityof thethread neithercantheadditionalrulesof Table5 be usedto justify
the claim thatAllg a:res(bool). It follows thattheinferenceAll]' bl (k[a]) is impos-
sible. O

EXAMPLE 4.4. Let us now modify the previous example so that m attemptsto
relateinformationaboutits own resourcesratherthanthoseof k. In suchcases,
movementalwayssucceedsyhetheror notthe sourcesiteis bad. For example,we
have thereduction:

mlgoto.bi(mia)] | £(A) — £[b!(m[a])] | £(A)

This follows sinceAll]’ m{a):loc[res(bool)] can be inferred using (val¢-self;) and
(val¢-selfy), regardlesf thetypeassignedo min A. O

EXAMPLE 4.5. A untypedsite will alsosucceedn sendingan agentif the re-
ceptionsite alreadyknows the informationbeingreceved. For examplesuppose
the view of / is increasedso that it now containsthe resourcea at k, that is
A(K) = loc{a:res(int) }. Thenwe have thereduction

mlgoto£.cl(k[a])] | £{A) — £]cika)] | £{A)

becausef theinferenceAll]' ¢! (k[a]). Of coursethe authorityof m playsno role
in this judgment. O

EXAMPLE 4.6. Theinformationin filters determinevhich migrationsareallowed
and reductionsin turn may increasethe informationin filters. This meansthat
certainmigrationscanremainblockeduntil theappropriatdilter hasbeenupdated.

Considerthefollowing network, againtypedusingthe ervironmentl” givenin
Section3.2, whereA is therestrictionof I' onto/, i.e. A= {£:T(¢)}:

mgoto£.c!(k[a])] | K[goto£.cl(k[a])] | £[+c2(@X])P] | £(A)

Here the migrationfrom m to / is not |mmed|atelyp035|ble sinceAJ; c!(K[al).
However the migrationfrom k is allowed smceAH— c!(k[a]), andthe network re-
ducesaftercommunicatioronc, to:

mlgoto£.cl{kfal)] | £[P] | £[+c2(ZX])P] | £(A")
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whereP’' = P{*¥zx} and&’ = An {kloc{a:res(int)}} is obtainedfrom A by up-
datingtheentryfor k. Themigrationfrom mto £ cannow take place,allowing the
network to reduce aftera furthercommunicationto:

(IPT | LTPT | £[+cAZX)) P] | £4A")

since' I} cl(k[a]). In the absenceof other agents,the migrationscan only be
executedn oneorder(k first). O

EXAMPLE 4.7. As a filter is updated,contradictoryevidencemay be obtained
aboutasite,in which casethe site mustbeuntypedandcansafelybedeemedo be
bad.As anexamplelet I" andthefilter A = {£:I"(¢) } beasbefore,andconsiderthe
network:

m[goto£. bl(m[d]) cl{m[d])] | £[bAZX]) cA(wly]) P] | £A)
After themigrationfrom mto £ andonecommunicatiorthis reducego

Cekmid]] | e[cwiy]) P | £44)

whereA’ = Ar{m:loc{d:res(bool)}}. After the secondcommunicationthe net-
work reducego

([P"] | £4A")
whereA” = A’ {mloc{d:res(int)}} = AM {m:Ibad}. O

4.3 Subject Reduction and Type Safety

As we have seenin Section3.2 partial typing is not presered by the standard
reductionrelation. However this propertyis regainedby the revisedreductionre-

lation of Table5. Firstwe notethatwell-formednesgDefinition 4.1) is presered

by reduction.

PROPOSITION 4.8. If Piswell-formedandP — P’ thenP’ is well-formed.

Proof. By compositiorof resultsfor = and—, whichfollow by a straightforward
inductiononjudgments. d

THEOREM 4.9 (SuBJECT REDUCTION). If T =NandN — N’ thenl” = N/
Proof. SeeAppendixA. O

A typing systemis only of interestto the extent that it guaranteegreedom
from runtimeerrors. Herewe describehe runtimeerrorscapturedoy our system,
which canbeinformally describecasmisuseof resoucesat goodsites Oftenthe
formulationof runtimeerrorsis quite cumbersomasit involvestheinventionof a
taggedversionof the languagesee[12, 21]. Howeverin this casethe presencef
filters makesit straightforvard.
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Table 6 RuntimeError

L[a2X:T)P] | £4A) —> if A(Z) ¢ loc{ares(T)}
L[al(v) P | £4A) —> if A(¢) ¢ loc{ares(T)}, all T
L[al(v)P] | £4A) —> if A(Z) <: loc{ares(T)} andAr {,v:T} undef
([if u=vthen Pelse Q] 2% if {,u:T} undefor {,v:T} undef, all T

N e, errf N e, errf N=M M -&rs errf
(vke:T)N errzﬂe}: N‘M errf N -t err/

In Table6 we define for eachlocation aunarypredicate2"% over networks.

ThejudgmentN 2% shouldberead:“in thenetwork N thereis aruntimeerrorat
location£”. Therearebasicallytwo kinds of errorswhich canoccur Thefirst is
anattemptediseof aresourceat alocation/ whenthatresourceas not availableat
thatlocation. Filters have full local knowledgeandthereforethis error canoccur
if anagentattemptgo usea resourceat ¢ which doesnot appeaiin thefilter at /.
Thisis formalizedin thefirst two case®f thedefinitionin Table6.

The secondkind of error occurswhenthereis a local inconsisteng between
valuesbeingmanipulatedy anagent.Thesemayoccurin eitherof two ways. The
first, accountedor in the third clausein Table6, is whena valueis aboutto be
transmittedocally whichis inconsistentvith the currentcontentsof thefilter. The
secondaccountedor in thefourth clausejs whenthevaluesin amatchcannotbe
assignedhe sametype.

Finally, notethatin thecasethatalocationnamemis restricted errorsatmare
attributedto the sitewhich createdm (givenask in Table6). Thisfactexplainsthe
needfor thesideconditionT # Ibad ontherules(thread-newg) and(net-newg) in
Table4.

THEOREM 4.10 (TYPE SAFETY). If I = N andrl (¢) # Ibad thenN 2%
Proof. SeeAppendixA. a

5 Trust

In the semanticof thelastsectionall agentamoving to anew sitearedynamically
typecheckd beforegainingentrance.In this sectionwe consideran optimization
whichallowsfor freerandmoreefficientmovementacrosghenetwork. Theideais
to addtrust betweeriocations;a trustedsiteis guaranteethever to misbehae and
thereforeagentanoving from a trustedsite neednot be dynamicallytypecheckd.

Formally we introduce a new type constructorfor trusted location types
ltrust{U:A}. The extendedsyntaxof typesis obtainedby replacingthe clausefor
locationtypeswith:

K ::=1Ibad | loc{&:A,%B} | Itrust{ZA,%B}
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Notethat (aswith theadditionof Ibad) this extensionincreaseshe setof possible
resourcetypes. For examplethe type res(ltrust{a:res(int) }) is the type of a re-
sourcefor communicatingrustedlocationswhich have anintegerresourcenamed
a. Thuswe may have trustedlocationswith certainresourcedor handlingtrusted
dataand othersfor handlinguntrusteddata. In a similar vein we may have un-
trustedlocationscontainingresourceshatcommunicatdrusteddata. As we shall
see,theseresourcest untrustedocationscannotbe usedto increasethe level of
trustin anetwork.

The extensionof the subtypingrelationto thesenew typesis basedon two
ideas:

e Everytrustedlocationis alsoalocation.

e Every trustedlocationguaranteegood behaior; therefore,a “bad” or un-
typedlocationcannever betrustedby a goodsite. This meanghatthetype
Ibad is nolongerthe minimal locationtypein the subtypingpreorder

The subtypingrelationis thereforebuilt up usingthe ordering:

loc{T:A}

/N

loc{U:A,v:B} ltrust{T:A}

SN S

lbad  ltrust{Ti:A,Vv:B}
Theformal definitionis givenin AppendixA.

PROPOSITION 5.1. Thesetof types,extendedwith Ibad andltrust, underthe sub-
typing preorder, hasa partial meetoperator.

Proof. SeeAppendixA. a

With the additionof Itrust, thefiltersin a network may containmoredetailed
informationaboutremotesites.Consideanetwork N which containsafilter £{A).
As before,if kis notmentionedn A, this meanghat/ hasno knowledgeof k. But
now therearenow threepossibilitieswith respecto aremotelocationk mentioned
in £{A):

e A(k) <: Ibad, which meansthat ¢ hasaccumulatedsufiicient contradictory
informationaboutk to concludethatk is untyped.

e A(k) <: ltrust, which meansthat/ trustsk. Note thatthis notion of trustis
asymmetricy¢ maytrustk withoutk trustingZ. Also notethatin well-typed
systemstherule (net-filter) in Table5 ensureghatk, trustedby #, cannot
be an untypedlocation unless/ itself is untyped; this is enforcedby the
requirementhatl (k) <: A(k), sincelbad ¢ Itrust.
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e A(K) < loc, whichmeanghat/ knows of k, but cannotdeterminevhetheror
notk is well-typed.

As we have seenin the previoussection theinformationin afilter mayincrease
asthe network evolves,i.e. £{A) may evolve to £{A"), whereA' <: A. But the
subtypingrelationbetweenypesensureshatoncealocationk is deemedbad” in
() it will remainsoforever, andsimilarly with sitesthataredeemedtrusted”.
It is only thethird category which may change.ln Example4.7 we have seenthat
new informationmay resultin A(k) changingfrom loc to Ibad. We shallsoonsee
thatnew informationcanalso“improve” the statusof k from loc to Itrust.

With the additionof trust, we canrevise the reductionrelationof the previous
sectionto eliminatedynamictypecheckingof agentsarriving from trustedsites.
We adoptthe semantic®f Table5, replacing(r¢s-move) with:

(re-move) K[goto£.P] | £{A) — L[P] | £{4) if A(¢) <: ltrust or A Illg P

Notethatthe presencef Itrust changetheimportanceof the conditionlbad <: K
in thedynamictyping rule (vals-self; ). Whereaghis conditionwastautologicalin
Sect|0n4 hereit is not. Thesideconditionprecludegheuseof (val¢-self;) to infer
All-zk Itrust. Thisis important,asit preventsbadsitesfrom becomingrusted.

ExAMPLE 5.2. LetA = {£:loc{d:res(Itrust)}, k:Itrust} andconsiderthe network:
L{D) | £[d?(2)P] | K[goto£.d!{m)]] | m[goto.d!{n)]

Herethelocationsm andn areunknavn to £, i.e. A(m) andA(n) areundefined.In
addition,d is aresourceat £ for communicatingrustedlocations. The migration
frommto/is notimmediatelyallowedsinceAII—Zn d!(n) cannotbeinferred;mdoes
not have sufficient authorityto corvince/ thatlocationn is to betrusted.

The move from k to 4, however, is allowed, without dynamictypechecking,
sincel trustsk. After themovementandcommunicatiorond, theresultingnetwork

is
") | L[P{"=}] | mlgoto£.d!(n)]

whered’ = AT {mltrust}. Thus,after communicatiorwith the agentfrom k, £
trustsm. At this stagethe migrationfrom mto / is allowed, free of typechecking,
andm caninform £ of anothettrustedsite,n. In thisway thewebof trustcontaining
£ grows dynamicallyasthe network evolves.

Noteit is crucialthat/ trustk initially; if thiswerenotthecasethentheoriginal
migrationfrom k to £ would have beenpreventedby dynamictypecheckingThere
is no way for a site to “prove its trustworthiness”;the web of trustcanonly grow
by communicatiorbetweertrustedsites. O
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EXAMPLE 5.3. Considerthe network
mgoto £o. goto . gotola. P] | £i{A)

wherethereis a web of trustamong;; thatis Aj(¢j) <: Itrust for all i, j. Suppose
furtherthatAo(m) is undefinedijn particularthatéo doesnot trustm.
The migrationfrom mto /g is allowed only if the following judgmentcanbe
verified:
AII—Z) goto/y.gotofy.gotolo. P

Note thatthis checksnot only the potentialbehaior of theincomingagentat the
initial site/g but alsoattheothersiteslq, £,. Soanagents allowedinto thewebof
trustbetweeryy, £, and/, only if canbeassuredotto harmary resourcestary
of the locationsin the weh Moreover this checkis madeagainstthe knowledge
at theincomingsite /p. Evenif P intendsto respectall the resourcest /5, if it
mentionsaresourceat £, of which Ag is unavare,entrywill bebarred.

If thetypecheclkagainstdg succeedshenwe obtainthe network

Lo[gotoly.gotoly. P] | 4 (L)

wheretheagentirom mhasgainedentryto thewebof trust. Thesubsequennove-
ments from £g to /1 andfrom £4 to ¢, areallowedfreely becausef therelationship
of trustbetweernthesesites. If P movesoutsidethe web of trust, however, sayto
m, andthenwishesto returnto some;, thenit will betypecheckd againbefore
reentry In Section6.1, we give anexamplewhich shavsthatsuchtypecheckings
necessaryor agentswvhich wish to reenteraweb of trust. d

EXAMPLE 5.4. Asafinal example suppose¢hatthesetof locationss staticandall
sitesaremutuallytrusted.In this casewe recover the standardsemanticgmodulo
the presenc®f filters), asgivenin Section2. O

The static typing relation remainsunchangedrom the previous section,al-
thoughthereis a certainredundang of typesin the staticervironmentsl'. Since
it is reasonabléo supposehatsitestrustthemseles,we might wish to limit " to
includeonly trustedandbadlocations;however, noneof our resultsrequirethis.

Themainresultsof the previous sectionextendto the new setting.

THEOREM 5.5 (SuBJECT REDUCTION). If T = NandN — N’ thenl” = N/

Proof. SeeAppendixA. O

THEOREM 5.6 (TYPE SAFETY). If [ - Nandrl (£) # Ibad thenN 215
Proof. SeeAppendixA. a
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6 Discussion

In this sectionwe discusssomeissueswhich arisein our formalizationof the se-
manticsof opensystemsandpointto somevariationsandextensions.

6.1 Authority

Notethatasanagentmovesaboutthe network, it is alwaysrecevedat a site with

theauthorityof thelastlocationvisited. Thuswhenm[gotok. goto 4. P] arrivesat/,

thethreadP is typecheckdunderauthorityk, ratherthanm. An alternatve would

beto allow agentdo maintaintheir authorityasthey move aboutthe network. This
alternatve approachhowever, is not compatiblewith our typing system. To see
this, let us temporarilychangethe syntaxof agentsfrom £[P] to 'g[[P]], meaning
that the threadP is running at # underthe authority of k. Using this extended
syntax,our moverule, from Table5 canbe expressed:

K [goto£. P] | £¢AY) — T[P] | £¢A)  if A(m) < ltrust or A I P
Thealternatve semanticsvould be:
k[gotol. P | £4A) —s K[P] | £(D)  if AK) <: ltrust or A I P

Considerthe following network, whereT = loc[res(bool)], typed usingthe ervi-
ronmentl” givenin Section3.2 (filters not shawn):

'lﬁ[[goto m.d?(z][x]:T) goto£. bI{Z[X])] | mId!(k[a])]
— K [d2(Z[X]:T) goto£. bl (Z[X])] | Mid!(k[a])]
— 'r‘n[[gotoﬁ. bl (k[a])]
— Ko (K[al)]

All of thesereductionsare allowed by the alternatve semanticshowever, I ¥
KIb!(k[a])]. Sincet checksthe incomingagentb!(k[a]) underauthority of k, it
believesits assertiorthata is a Booleanchannelat k, whereasa is in factaninte-
ger channel. This exampleformalizesthe intuition thatagentscanbe pollutedby
visiting badsites.

6.2 Filter Update

The reductionsemanticsn Table5 includescertainmechanismgor updatingfil-
ters. Therules(rs-newr) and(r¢-newl) arenecessaryo ensurehatrestrictechames
arehandledproperly in particularto ensurethatwell-formednessandwell-typing
are presered by reduction. The rule (rf-comm), however, is just one of a num-
berof possiblewaysin which filters canactively updatetheir knowledgeof remote
sites.While (rf-comm) is simpleandexpressve,it maybeexpensvetoimplement.
A morerestrictedapproachwould be to assigna specialchannel sayupdate, for
which (r-comm) applied,whereasall otherchannelsvould usethelessexpensve
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rule (r-comm), from the standardsemantics Anotherpossibility would be to add
analysigto thefilter operation.Thenthe move rule would become:

Klgoto£. P] | £D) — £[P] | £¢ana’y if A K P&

Theideais thatwhile checkinganincomingterm,thefilter couldalsonotearny nen
nameghatarerecevedwith authority Anotherpossibilityis to abandomon-local
filter updatesaltogether;n this case o allow a reasonabl@mountof expressve-
nesswhile preservingype safety onewould have to addfurther constructdo the
languageasoutlinedat the endof the next subsection.

6.3 Progress

While subjectreductionis important, it is purely a safety property; it doesnot
imply thatary reductionsareever performed. The semanticof Section5 enjoys
the propertythat whenerer an agentattemptsto move from a site k to a location
thattrustsk, the movementis alwayssuccessful.This livenesspropertyrelieson
thefactthatthetargettrustsk, however. It worksbecausagentdrom trustedsites
comein with “universalauthority”, i.e. theauthorityto saywhaterserthey like.

A strongerproperty which we call progress is that whenever a well-typed
agentattemptso move betweentwo goodlocations,the movementis successful.
Supposeve addthefollowing clauseto the definitionof runtimeerrorin Table6:

k[gotol.P] | £¢A) €Ky if k[gotol. P] | £(AY) —

We thensaythatthetyping systemguaranteeprogressif
[ N andr (¢) ¢ Ibad, (k) ¢ Ibad implies—(N -S1ikk,)

Note that this propertyis not dependenbn the trust relation betweensites. Un-
fortunately this progresgpropertydoesnot hold for our semanticsascanbe seen
from thefollowing example.Let ', A andN bedefinedasfollows:

K : Itrust{a:res(int) }
=4 £ :ltrust{c:res(loc[res(int)])}
m : ltrust

A= { ¢:ltrust{b:res(loc[res(bool)])} }
N = m[goto.cl(k[a])] | £{A)

Thenl” - N, but N —. The problemhereis that, althoughthe agentat mis well-
typed,thereferencdo a is madewithout authority

In practice progressnaynotbethatimportant,dependingipontheapplication
andtheunderlyingimplementationIn the exampleabove wherethe move from m
to £ is unsuccessfulan implementationof the filter at £ might reportto m the
reasongor thefailure. It would thenbeup to mto resendhe agent(or somepiece
of it) via k.
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Ontheotherhand,oneway to guarantegrogressvould beto allow anincom-
ing agentto referonly to local valuesor valuesatits authority. It is straightforvard
to desigra statictypesystento enforcethisconstraint' Howeversuchanapproach
is very restrictve without someadditionto thelanguage Onepossibilitywould be
to introducethenotionof signedvalues(possiblybasedn[1]) which would allow
certainvaluesin an agentto be receved (andtyped) undera different authority
thanthatof theagentitself. Evenwithoutfull progresssignaturesouldbeuseful.
In the examplesketchedabove, afterm's agentis refusedentryto 4, m mightitself
resendheagentratherthanforwardingit to k, this time carryinga signedvalueto
prove thatk[a] is of theappropriateype.

6.4 Anonymous Networks

In [13] we presentedh semanticsor opensystemin which the authority of in-
coming agentsis not knowvn. We call such systemsanonymousmetworks In
AppendixB we recastthe semanticof [17] usingfilters andlbad. An attractve
propertyof thesemanticss thatfilter updatings purelylocal,i.e. nonon-localdata
needbe storedin filters. However becausé¢he origin of incomingagentsannotbe
determinedt is not possibleto incorporatenotionsof trust into this semantics,
which impliesthatincomingagentsnustalwaysbetypecheckd. In addition,it is
very easyfor goodsitesto developmisconceptionaboutothergoodsites,frustrat-
ing progress.

6.5 Plugins

Onequickly discoversalimitation of Drtwhentrying to modelmirroring of names
acrossa network. Theideais to createa new resourcesaya classname,at one
locationandthento have thatresourcecopied,or mirrored,at otherlocationswith

the appropriataype. Examplesof suchmirroring arefoundin Java classloading,
“plugins” andotherforms of virtual-machineextension.To modelthis in D11, we

would usean operatorwhich transformedhe type of a locationfrom loc{a:A},

say to loc{a:A,b:B}. In Drtonly the restrictionoperatorperformssucha trans-
formation, but restrictionbinds its agument,whereasmirroring shouldnot; the
equivalence(vb:B) P = (vc:B) P{%]} demonstratethatrestrictionis notasuitable
operationfor mirroring.

We leavethefull explorationof mirroringto futurework; however, let usbriefly
outline how suchanextensionmight be made.Theideais to introducea new type
of mirrorableresourcesglass A, with valuesof theform k.a. Valuesof mirrorable
typesallow theoperation(load u:class A)P, with thefollowing typing rules,thefirst

4Onepossibilityis to changethe move rule to read:

{w:r'(w),u:l(u)} K P

I K, gotou.P
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static,the seconddynamic:
Mg viA
M1 {wloc{u.v:A}} K P
r 'VV (Ioad U.V:C|aSSA)P A H_lv(v k.a:class A

We believe that usingindexed namesfor mirrorablevalueswill be crucialto es-
tablishSubjectReductionfor suchalanguagaunderpartialtyping. Notethatsuch
a namingstrategy hasbeenadoptedoy the Java community althoughperhapgor
differentreasonswhereclassnamesareof theform com.ibm.aglet.

7 Conclusions

We introducedthe notion of partial typing which capturegheintuition that“bad”
sitesin a network may harbormaliciousagentswhile “good” sitesmay not. We
demonstratedhatin the presencef partial typing, someform of dynamictype-
checkingis requiredto ensurethat goodsitesremainuncorrupted.We presented
asemanticgor Drtincorporatingsuchdynamictypecheckingshowing thatit pre-
ventedtypeviolationsatgoodsites,anddiscussedheextentto whichit guaranteed
progress.Finally, we addedwebsof trust to the languagereducingthe needfor
dynamictypecheckingvhile retainingtype safetyat goodsites.

The presentatiorof D1t given herediffers somavhatfrom thatof [17]; for ex-
ample,we have addedbasetypesandmoved someof the semantiaulesfrom the
structuralequivalenceto the reductionrelation. Most of the changesare stylistic
ratherthansubstantie. Two of the changeshowever, are essentiafor the treat-
mentof partial typing. First, we have movedtherule (r-new) from the structural
equialenceo thereductiorrelation;thisis necessaryo allow filter updating.Sec-
ond,we have split the spaceof namesn two, syntacticallydistinguishingocations
from resourcesthisis necessaryo preventthefilter updatingrulesfrom producing
nonsenservironmentssuchas{¢:loc{¢:res{)}}.

Several other distributed variantsof the 1-calculushave beendefined,andit
is informative to seehow patrtial typing might be addedto theselanguages Syn-
tactically, Drtis mostsimilar to the languageof AmadioandPrasad 3, 4], which
alsousesa “goto” operatoirfor threadmovementwritten “spawn (4, P)”. However,
in Amadio andPrasads languagethe setof resourcesvailableto a threaddoes
not vary asthe threadmoves aboutthe network. This meansthat an agentat /¢
canaccesgesourcest a differentlocationk without requiringthreadmovement.
While thismakesthelanguagerery expressve, it alsofrustrateghe useof filtersto
typecheckncomingthreads.To addpartialtyping to sucha languagepnewould
needto typecheckmessges dynamically ratherthanthreads,violating the third
principle givenin the introduction. In addition, the fact that namesare assigned
uniquelocationsin [4] appeargo be incompatiblewith partialtyping, asoutlined
attheendof Sectiord.1.



TrustandPartial Typing in OpenSystemsf Mobile Agents 30

Thejoin calculusof Fournet,Gonthier Levy, MargangetandRemy|[10] shares
mary of theseproperties.WhereasAmadio’s languageaddsthreadmovementto
messagenovementhowever, thejoin calculusaddslocationmovement.Unfortu-
natelythis doesnot help combatthe problemsoutlinedabove, which resultfrom
the “universalextent” of resourcenamesin both subjectand objectposition. In
D, thetype systemensureshatthe“extent” of resourcenamesn subjectposition
is local, i.e. resourcesnay be refeencedat remotesites, but may only be used
locally.

Cardelliand Gordons ambientcalculus[5], on the otherhand,appeargo be
amenabldo partial typing sinceambientmovementis a local operation;thusthe
problemof “universalextent” doesnot arise. The typing systemof Drtis based
on the original sorting systemof the tecalculus[16], andthis sortingsystemhas
recentlybeenextendedo theambientcalculug 7]. Whereadocationsin Dithavea
straightforvardanalogin implementations— they correspondo addresspaces—
the notion of “ambient” is moregeneral addingexpressvenessvhile blurring the
distinctionbetweeragentmovementandagentinteraction.In theambientcalculus
it istheopen operatosratherthanthein or out operatorsywhich enablesnteraction
betweentwo threadgor threadcollections). Thusa first attemptat partial typing
for the ambientcalculuswould dynamicallytypecheckthreadcollectionswhen-
ever they areopened. Sinceeachambienthasonly one“resource”(A), however,
this impliesthatdynamictypecheckingnustoccurbeforeevery interaction,again
violating our third principle. To getaroundthis, onemightintroduceatype system
for ambientswhich distinguishedwo typesof ambients:thosewhich typecheck
incoming ambientsandthosewhich do not. The formerwould be similar to our
locations,the later, our resources.This discipline would openthe possibility of
typing codeduringin andout operationstatherthanopen.

Severalstudieshave addressethe issueof statictyping for languagesvith re-
moteresourcessomerecentpapersare[20, 6, 27]. Perhapshework closesto ours
is thatof Knabe[14], who hasimplementedan extensionof Facilewhich supports
mobile agents. The main extensionsare remotesignaturesand proxy structures,
which recallour locationtypes. Noneof theseworks addres®pensystemshow-
ever. Ontheotherhand,Neculas proof carryingcode[19] andrelatedtechniques
[25, 15, 18] addresshe problemof dynamictypecheckingn opensystemsbut do
not considerthe subjectof remoteresources.

Anotherareaof relatedwork hasto do with staticmethodsfor analyzingthe
securityof informationflow [9, 2, 8, 24, 11]. Althoughthis areaof researcltshares
ourgenerakimsthereis verylittle technicaloverlapwith ourapproacho resource
protectionin opensystems.

Acknowledgments. The ideaspresentedn the paperhave beensharpenedy
discussionwith Alan Jefrey and by questionsfrom audiencesat NCsu and De
Paul, wherepreliminaryversionsof this work werepresented.
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A Proofs

The SubjectReductionand Type Safetyresultsfor Section4 are specialcasesof
thoseof Section5, in which no trustedtypesappear We presentonly the more
generakesults.Firstwe establishPropositions. L.

Theformal definitionof subtypingwith Ibad andltrust is:

Itrust{ﬁ:g V:T} < Itrust{:L]:é}
loc{U:S, V:T} <: loc{U:S}
Ibad <: Ibad

ltrust{U:S, V:T} < Ioc{ﬁig}
Ibad <: loc{U:S}

PROPOSITION (5.1). The setof types,extendedwith Ibad and Itrust, underthe
subtypingpreorer, hasa partial meetopemtor.

Proof. Ignoringresourcesthe meetoperatorcanbe definedasfollows:

| lbad  loc Itrust
Ibad | Ibad I|bad undef
loc | Ibad loc [trust

ltrust | undef ltrust Itrust

Combining this with the subtypingrules alreadygiven for resourceswe have
(omitting symmetriccases):

lbad M lbad = Ibad
lbad M loc{V.T} = Ibad
Ibad 1M ltrust{V:T} = undefined

loc{T:S} M loc{V:T} :{loc{WSUV:T} if Vi,j:ui=vimpliesS = T;

Ibad L otherwise
= S ltrust{U:SUV:T} if Vi,j:ui=v;implies§ = T,
loc{U:S} M Itrust{V.T} = unde;‘{ined } other{/visle e ]

ltrust{T:SUV:T} if Vi,j:u = v; impliesS = T;

ltrust{T:S} M Itrust{V:T} :{undefined otherwise

The proof thatthis definition meetsthe requirement®f Definition 2.1 follows by
straightforvard calculationswith arathertediouscaseanalysisfor eachresult. [

The proofsof SubjectReductionand Type SafetyusethefactthatLemma2.3
extendsto thetype systemwith Ibad andltrust.

THEOREM (5.5). If T = NandN — N’ thenll - N’

Proof. Theresultfollows from resultsfor the structuralcongruenceindreduction
precongruence:

If N=N’thenl - N if andonlyif I - N’
If T +NandN+— N’ thenl - N/
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Thefirst resultis proved by inductionon the definition of =, the secondoy induc-
tion on the definition of —. The proofs of both results,and the accompaying
lemmascaneasilybe derivedfrom thosefoundin [17]; in particularseeLemmas
4.7andA.2, Propositiord.5 and Theoremb.1 of that paper The only substantial
differencesarein therules(ri-comm) and(rs-move), which we discussbelow.

For the mostpart, the prooffor (rs-comm) followsthatgivenin [17]. Theonly
additionalcomplicationis presencef filter updating. SupposehatI” (k) # Ibad,
[k v:Tandl <: A. We mustshow thatA’ = AM{xv:T} is definedandthatl” <: A/,
but this followsimmediatelyfrom Lemma2.3c andLemma2.3a.

Now let us turn to (rs-move). Supposethat I' + k[goto£.P] | £{A) and
k[goto£.P] | £{A) — £[P] | £{A)). To establishthe result,it is sufficientto shav
thatl" t; P. Therearethreecasedo consider:

e Supposd (¢) = Ibad. Theresultfollowsfrom (thread-bad).

e Supposethat ' (£) # Ibad and T (k) # lbad. The resultfollows from I -
k[goto£.P], using(thread-move).

e Supposehatl (£) # Ibad andr" (k) = Ibad. Since(net-filtery) required” <: A
andlbad ¢ Itrust, it cannotbe that A(k) <: Itrust. Thereforein orderfor
reductionto occurit mustbethatAIl-gP But usingthe proofthatAII—eP we
canconstructaproofthatl” t; P. Mostof therules,in fact,areidentical. The
only difficulty is to establishthe validity of the additionrulesfor dynamic
typing givenin Table5. In thesecaseswe proceedasfollows:

(val¢-self;) Let K bealocationtype suchthatlbad <: K. Thenl™ K, kK, as
required.

(val¢-selfy) Forary aandA, Ibad <: loc{a:A}; thusl” K aA.
(valg-return) By (thread-bad), I' & P; thereforel™ k;, gotok. P. O

THEOREM (5.6). if I N andr (£) # Ibad thenN 1%

Proof We provethecontrapositie,i.e. thatN % andr (¢) # Ibad imply I ¥ N.
The proof proceedduy inductionon the derivation of N =—= e, We presentfour
representatie cases:

e Supposehat/[al (v) P] | £(A) 2% becauséor all T, A(£) ¢ loc{a:res(T)}.
Sincerl (£) # Ibad, we have I (¢) = A({), soclearly " ¥ aires(T). Thuswe
havethatl” ¥ £[al(v) P], asrequired.

e Supposéghat/[al (v) P] | £{A) 2% becausd\(£) <: loc{a:res(T)} andAr
{¢v:T} is undefined.By way of contradiction supposdurtherthatl” t; v:T.
Using Lemma2.3c andLemma2.3a, we have thatAr {,v:T} is defined,a
contradiction.Thusit mustbethatl™ ¥ £[a! (v) P].
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e Supposehat/[if u= vthen Pelse Q] % becauséor everyR either{,u:R}
or {,v:R} is undefined. By way of contradiction,supposehatl”  if u=
Vthen P else Q andthereforefor someS, T we have:

MFusS rEvT r{euT}r{,v:S} defined

By Lemma2.3c, therefore, {,u:S} definedand I' <: {,u:S}. Hence,
by Lemma2.3b we have that {,u:S} 1 {,u:T} defined. Finally, using
Lemma2.3d we have that{,u:(SMT)} defined.Let R = SN T. Symmetri-
cally, we canconcludethat{,v:R} is alsodefined Jeadingto a contradiction.

e Finally, supposehat(v/k:K) N % becauseN 2% If I F (v¢k:K) N then
(sincel (£) # Ibad) we have from (net newg) that K # Ibad, thuswe can
applyinductionto concludethatN £%% a contradiction. 0O

B Anonymous Networks

In this sectionwe describehow the techniquesevelopedin this papercould be
broughtto bearonthe“anonymous”networksof [13]. As astartingplace,we take
the standardsemantic®f Section2 underthe partialtyping relationof Section3.

As in Section4, we extendthe syntaxof networksto includefilters, although
herethey areof the form k{K)), ratherthank{A). Filters needrecordonly infor-
mationaboutlocal resourcesThetyping rulesfor filters are:

r(k)=K . [ (K) = Ibad
TEK(K) (neta-fllterb)w

The reductionrulesare asin Section2.2, but for (r-move) and (r-new), which
become:

(ra-move) £{L) | k[gotol.P] — £{L) | £[P] ifk=~Lor{ZL}HEP
(ra-newr) k{K) | k[(va:A)P] — (via:A) (K[P] | k(K Mloc{a:A})) if a¢ fn(K)
(ra-newl) KI(vEL) P] — (vietsL) (KTP] | £4LY) if £ k

Thestaticanddynamictyping relationsarethesame.Therulesarethesameas
thosegivenin Table4, but for therule for agentswhich becomes:

(net,-filterg)

{kF(k)} &P
r FK[P]

(net,-agent)

In addition,we addthe following threerules,which correspondo the threerules
for dynamictyping addedn Table5:

k & dom(I" k ¢ dom(l" k ¢ dom(I"
(vala-selfl)w (vala-selfg)ﬂ (threada-remote)&
I kK I kaA I Ky gotok. P
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Notethatthedefinitionof statictyping hereis muchwealerthanthatpresented
in the body of the paper For examplethe network (6) of Section3.2is well-typed,
although(8) is not. Using thesedefinitions,one canestablishSubjectReduction
andawealer notionof Type Safety(givenin [13]).

This formulationhascertainadvantage®ver thatof [13], suchasthe stronger
languageof partialtypes.Moreoverit allows self movesto go untyped;i.e. reduc-
tionsof theform £[[goto 4. P] — £[P] arealwaysallowed.
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